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ABSTRACT Intelligent transportation system (ITS) has attracted extensive attention in both academia and
industry for its potential benefits. For example, ITS is dedicated to convenient, economical and environ-
mentally friendly service provisioning for the drivers and passengers in vehicles via advanced technologies
including artificial intelligence (AI), knowledge mining, depth fusion, etc. Besides, several newly emerging
computing paradigms revolved around ITS such as vehicular cloud and vehicular fog computing are proposed
to fully exploit idle computing and communication resources within connected vehicles. As the number of
vehicular applications is explosively increasing, it has posed great challenges to the limited capabilities
of vehicle loaded computer systems and communication facility. Accordingly, more intelligent resource
allocation strategies are needed for computationally intensive and time sensitive vehicular applications. In
this paper we propose a road side unit (RSU) empowered vehicular network that consists of three hierarchical
layers–vehicular cloud, RSU-enabled cloudlet, and central cloud, respectively. RSU is enhanced with edge
servers such that it can intelligently respond to the resource requests in a real time fashion. To this end, an
approximate but efficient resource allocation strategy is proposed that can intelligently optimize the utility
value from the perspective of RSU-enabled cloudlet. Extensive experiments are carried out to evaluate the
performance of the strategy. The results reveal that the proposed algorithm DbHA shows great advantages
over other approaches such as the genetic algorithm (GA) and particle swarm optimization (PSO) in both
respects (i.e., performance and response latency).

INDEX TERMS Intelligent transportation system, intelligent, vehicular, RSU, service provisioning.

I. INTRODUCTION
Intelligent transportation system (ITS) is a fully function-
ing ecosystem which makes the most of the Internet of
Things, cloud computing, and mobile internet. ITS fur-
ther integrates transportation science, artificial intelligence,
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knowledge mining, depth fusion, with an aim to promote
safe, efficient, convenient, economical and environmentally
friendly transport operations and services for the drivers and
passengers in vehicles. ITS has attracted more and more
attention in both academia and industry in recent years. In
ITS, on one hand, large masses of data and information [1]
can be gathered from mounted facilities such as SIM cards,
GPS, sensors, and cameras; on the other hand, with the help
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of Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I) communication technologies, data and information can
be shared and disseminated for better service provisioning.
As a consequence, a variety of vehicular applications have
been developed for maintaining the stability, profitability and
effectiveness of ITS ecosystem [2]. Further to this, newly
emerging computing paradigms such as vehicular cloud (VC)
[3], [4] and vehicular fog computing (VFC) [5] have ushered
significant academic and industry efforts to fully exploit idle
computing and communication resources within connected
vehicles.

For instance, an enticing application scenario is envisioned
in either VC or VFC where tasks and applications from
outside can be offloaded and executed at vehicles. These
vehicles serve as computing nodes for their own benefits. This
computing paradigm caters for the applications and tasks fea-
tured by strict delay requirements, since the response latency
can be reduced drastically. However, due to limited com-
puting and storing capabilities of individual vehicles, some
applications which may require much more resources than
individual vehicles can provide necessitate the execution and
completion of them outside the vehicles, hopefully tomitigate
the pressure on resource consumption of vehicles. Currently,
cloud center and cloudlet are two promising solutions for
application outsourcing. Cloud center usually has unlimited
and low-price resources at the expense of relatively long
response latency, whereas the cloudlet deployed at the edge
of networks has short response latency at the cost of higher
price and limited resources in comparison with the cloud
center. Considering the mobility of vehicles in vehicular ad
hoc networks (VANETs), it is a challenging task to deploy a
cloudlet dedicated for application outsourcing.

However, combining VFC with V2I technologies, the road
side unit (RSU) deployed along the road can be easily
enhanced with more powerful computing and radio wireless
resources to perform the functions of the cloudlet. Indeed,
RSUs have already been empowered with more roles in VFC
and mobile edge computing (MEC) [6], [7]. For example,
RSU can intelligently improve the efficiency of wireless radio
resource allocation when the spectrum resources are sched-
uled. The issue of resource allocation in bothVC andVFChas
been extensively investigated in the existing literature such as
[5], [8], [9], [16]. We notice that most of the current litera-
ture focuses on the application execution efficiency such as
response latency optimization and success rate improvement.
Nevertheless, few of them have considered task scheduling
and resource allocation from the perspective of resource
providers (RPs) (e.g., cloudlet and RSU) in terms of benefits
earned by contributing computing resources. An assumption
is usuallymade that the resources can be utilized uncondition-
ally, e.g., without paying RPs. However, in reality, most of
the resources are provided in a pay-as-you-go pattern, which
plays an important role in stimulating RPs to contribute the
resources dutifully. In this paper, we investigate the resource
allocation from the viewpoint of RSUs with a purpose of

maximizing the utility values of them, while considering the
real-time requirements of vehicular applications.

The major contributions of this paper are summarized as
follows.

• We propose an intermediate layer called RSU-enabled
cloudlet between vehicular cloud and cloud center. RSU
serves as an intelligent agent to perform vehicular appli-
cations and tasks with an aim to mitigate the over-
heads of vehicles. Moreover, compared to task execution
in cloud center, the response delay can be drastically
reduced. This merit makes it especially suitable for
vehicular applications with strict delay requirements.

• An approximate but efficient resource allocation strat-
egy is proposed that can intelligently respond to the
resource requests in a real time fashion and optimize
the utility value from the perspective of RSU-enabled
cloudlet.

• Extensive experiments have been carried out to evaluate
the resource allocation strategy. The simulation results
show great potentials and prospects.

The rest of this paper is organized as follows. Related
works on resource allocation in the contexts of ITS and
vehicular cloud are reviewed in Section II. Three hierarchical
layers in the RSU-enabled vehicular network are proposed
and the problem of resource allocation is modeled and formu-
lated in Section III. An algorithm is put forward to optimize
the utility function and find approximate optimal solution
in Section IV. A series of experiments are conducted in
Section V, followed by the conclusion in Section VI.

II. RELATED WORKS
With the rapid development of information and communi-
cation technologies (ICTs), hundreds and even thousands of
sensors are deployed within vehicles for event monitoring
and data acquisition. Vehicle loaded computers and commu-
nication facility ensure that the gathered data can be pro-
cessed and disseminated quickly. Against this background,
intelligent transportation system incorporates such technolo-
gies and endeavours to provide better services for passen-
gers in transportation systems [10]. Besides, the number of
vehicular applications is also explosively increasing using
mobile technologies. These vehicular applications sometimes
require massive computing and communication resources,
e.g., VR game [11]. Currently, an enormous number of works
on resource allocation in ITS mainly fall into two cate-
gories – computing resources optimization and communica-
tion resources optimization, respectively.

A. COMPUTING RESOURCE RELATED OPTIMIZATION
Due to the limited computing capabilities of vehicles, the way
that vehicular applications are outsourced is becoming more
and more prevalent. Delay-tolerant applications and tasks can
be offloaded to cloud center and executed. However, with the
increasing number of delay-sensitive vehicular applications,

94454 VOLUME 8, 2020



C. Tang et al.: Intelligent Resource Allocation for Utility Optimization in RSU-Empowered Vehicular Network

this way may not be applicable due to the long response
delay caused by the backbone network congestion and delay.
Accordingly, to reduce the response latency, mobile edge
computing and vehicular fog computing have attracted exten-
sive attention in ITS [7], [12]–[14], [14].

For example, complicated vehicular applications such as
augmented reality (AR) have burdened vehicles in ITS in
terms of computing resources. Xie et al. in [7] introduce the
mobile edge computing to the traditional vehicular networks
and attempt to enhance the existing vehicular networks.
Specifically, they propose an architecture of collaborative
vehicular edge computing network (CVECN) and present
some technical challenges to enlighten researchers in this
field. Considering a smart city scenario where the number
of vehicular services is rapidly increasing, to jointly optimize
caching, computing resources and networking, Si et.al. in [12]
present a vehicular network architecture which combines the
software-defined networking paradigm. In this architecture
both the evolved node Bs and on-board units (OBUs) can
serve as edge nodes to provision caching and computing
resources. The experimental results show that the approach
outperforms the existing schemes.

The vehicular edge computing networks (VECNs) that
combines the edge computing and vehicular networks has
been considered to be a satisfactory solution to deal with the
respond latency issue faced by diverse delay-sensitive vehicu-
lar applications. However, most of works focusing on VECNs
do not consider the load balancing of computing resources.
Accordingly, Zhang et al. in [13] strive to improve VECNs
by a fiber-wireless technology. An algorithm is proposed
to minimize the response latency when tasks are offloaded.
Experimental results reveal that the approach can improve the
computation resource utilization to a great extent.

Similarly, Wang et al. in [14] also apply the mobile edge
computing to the vehicular networks, enabling vehicular
applications to run by computation offloading while meeting
the strict delay requirement. Specifically, they try to jointly
optimize the computation and communication resources by
a low-complexity algorithm. To minimize the transmission
energy, the computation offloading problem is modeled as
a graph cut problem in [15]. Some operators such as graph
compressing and combing are conducted based on label prop-
agation theory.

B. COMMUNICATION RESOURCE RELATED
OPTIMIZATION
Wireless communication resources are needed in VANETs,
e.g, for data delivery and information dissemination. To
improve resource utilization, great efforts are mode to opti-
mize wireless channels [16]–[18] and improve the throughput
of V2V and V2I wireless links [19], [20].

To realize efficient management of computing and com-
munication resources in cloud-enabled vehicular networks,
a coalition game model based approach is proposed in [17].
From the perspective of service providers, they strive to opti-
mize the utility values of computing and bandwidth resources

FIGURE 1. RSU-empowered vehicular network environment.

at the same time and the numeric results show the advantages
of their approach. To shorten the response delay and trans-
mission cost when tasks are offloaded, a cloud-based mobile
edge offloading framework is put forward in the vehicular
networks [18]. They investigate the efficiency of existing task
offloading strategies and further present a novel approach
that ensures tasks can be offloaded adaptively, e.g., either
direct uploading or indirect using other entities acting as relay
nodes.

He et al. in [19] propose a resource allocation strategy for
the uplink vehicular communications networks and aim at
optimize V2V throughput while meeting the minimum V2I
link throughput requirements. A sub optimal algorithm is
adopted to schedule the power among vehicles. To cope with
the V2V offloading issues faced by the vehicular network,
a software-defined network is introduced to the mobile edge
computing architecture in [20]. The corresponding algorithm
is put forward to detect whether a V2V path exists with aim
to shift the communication traffic in cellular network to V2V
links in VANETs.

III. SYSTEM MODEL
A. RSU-EMPOWERED VEHICULAR NETWORK
Fig. 1 shows an RSU-enabled vehicular network, where
RSU has been enhanced with powerful computing and radio
wireless resources to perform the functions of the cloudlet.
Specifically, the network combines the advantages of VFC
and VANETs and has three hierarchical layers, i.e., vehicular
cloud (VC), RSU-enabled cloudlet (RC), and central cloud
(CC), respectively.

1) VEHICULAR CLOUD
Vehicular cloud is actually a local cloud established based on
VANETs. VC can guarantee a continuous connection to RC
and CC. With the aid of neighboring vehicles, VC extends
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the coverage range of RSU such that the success rate of data
delivery or task offloading between vehicles and RSUs can be
improved. More importantly, vehicular nodes can serve the
requests from mobile terminals individually or cooperatively.
The cooperative way pools together the individually idle
computing and communication resources to deal with more
sophisticated requests.

It is worthwhile mentioning that the number of vehicular
applications has been explosively growing with the rapid
development of ITS in recently years. The demands for com-
puting, communication and storing resources in these in-car
applications become more complicated and frequent, which
renders that the limited capabilities of on-board comput-
ers within vehicles can hardly meet this kind of increasing
demands, let alone idle resources sharing and contributing.
As a consequence, VC turns to RC or CC for help, e.g., in the
form of application outsourcing or task offloading.

2) RSU-ENABLED CLOUDLET
RSU-enabled cloudlet consists of neighboring RSUs using
wired connections. As an intermediary layer between VC and
CC, RSU-enabled cloudlet actually performs multiply impor-
tant functionalities. First, comparatively speaking, RC has
much more computing and communication resources than
VC but relatively less resources than CC. In the traditional
sensor-cloud systems, tasks and applications are outsourced
to CC and executed. However, the access to CC causes long
response delay due to the backbone network congestion and
delay. Thus, it cannot satisfy those applications with both
computationally intensive and time sensitive characteristics.
RC brings the computing and communication resources to the
edge of the networks, enabling these complex applications
running while meeting these critical requirements. The out-
sourced applications can be executed in RC and the response
latency can be drastically reduced.

Second, RC can serve as a gateway to CC fromVC. On one
hand, RSU in RC can communicate with vehicles in VC using
the V2I communication technology; on the other hand, RSUs
connect to the cloud center with wired links, which bridges
the connections between VC and CC.

Third, further to the gateway role, RC can provision
caching services when content-oriented applications are fre-
quently served. For instance, RC can proactively cache those
contents which are frequently requested by vehicular appli-
cations from the Internet. Thus, the popular contents can
be retrieved in RC and directly delivered to the vehicular
applications. As a result, the response latency can be reduced
to a great extent. To improve the hit rate, artificial intelligence
technologies such as deep learning and reinforcement learn-
ing can be applied to the caching schemes.

Last but not least, both the quality of service (QoS) and
quality of experience (QoE) can be guaranteed in the sense
that outsourcing services are provisioned in a pay-as-you-
go model similar to CC. Better service quality means better
benefits, which stimulates RC to improve the service provi-
sioning.

TABLE 1. Notations.

3) CLOUD CENTER
The cloud center is a powerful infrastructure equipped with
sufficient resources in the Internet. CC provides long-term
rental services including IaaS, Paas, and SaaS at a low price.
Cloud center is especially suitable for those applications
and tasks characterized by complex computations and mas-
sive data storage demands. These kinds of applications are
increasingly gaining popularity in connected vehicles such as
VR game, automatic driving, and auto navigation. However,
subject to the limited capabilities of vehicle loaded computer
systems in VC, cloud center will hence become more and
more important in the proposed vehicular networks.

B. PROBLEM FORMULATION
There is a set of N = {1, 2, . . . , n} vehicles and one
RSU R in the RSU-empowered vehicular network. R can
provision short-term rental computing and communication
services to the in-car applications at a reasonable price. The
set of applications is denoted by A = {a1, a2, . . . , an} with
each element ai representing the application running on the
corresponding vehicle i. The applications considered in this
model are of computationally intensive and time-sensitive
characteristics. Therefore, these applications need to be out-
sourced to RC or CC for execution. Considering the high
mobility of vehicles, each vehicular application is denoted by
a triple ai = (ci, bmin,i,1ti), where ci represents the required
computing resources, bmin,i the estimated minimal commu-
nication resources, 1ti the estimated dwell time of vehicle
i within the coverage range of R, respectively. Assume that
the total amount of computing resources and communication
resources provided by R is B and C, respectively. In specific,
if ai from vehicle i is outsourced, it will consume at least bmin,i
communication resources and ci computing resources within
the specified time 1ti. For the sake of convenient and clear
expression, we list some key notations in Table 1 to be used
through the rest of the paper.
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Vehicle speed affects drastically the wireless channel qual-
ity, and great variation on wireless channels can incur serious
fading effects [17]. Furthermore, the fading rate is linearly
proportional to the vehicle speed when the speed is higher
than a given threshold [21]. The value of the threshold actu-
ally depends upon the capabilities of the vehicle loaded com-
munication facility. Therefore, given a threshold v∗i and the
current driving speed vi for vehicle i, the fading rate of its
wireless channel ri can be given as:

ri =

{
δ · vi vi > v∗i
0 vi ≤ v∗i

(1)

where δ is a constant coefficient that can be predefined to
adjust the fading rate. During the dwell time1ti, considering
the fading effects of the wireless channel, the actual demand
for communication resources can be calculated as:

bi = bmin,i +
∫ ti,0+1ti

ti,0
ri(vi)dt (2)

where ti,0 denotes the time vehicle i starts to outsource ai
to R. Assume that ai is offloaded to RC via a selected wire-
less channel. Then the signal-to-interference-plus-noise-ratio
(SINR) at R can be defined as:

γi =
Pi

σ 2 + Ii
(3)

where Pi denotes the transmission power of i’s wireless
communication facility, σ 2 is the noise power and Ii is the
interference arisen from other applications utilizing the same
channel as ai. Then the transmission rate based on Shannon
theorem is given as:

rtrans,i = w log2(1+ γi) (4)

where w is the bandwidth of wireless channel. Then the time
taken to outsource the ai from i to R is:

ttrans,i =
bi

rtrans,i
(5)

When R receives the offloaded task, it will check the
current resources. If the remaining resources can meet the
requirements of the request, it will immediately create a
temporary virtual machine (VM) and allocate the required
resources to respond to the request. Accordingly, the execu-
tion time of ai can be given as:

texe,i =
ci
ρ

(6)

where ρ is the processing speed of VM. Thus, the total time
for application outsourcing is

ttotal,i = ttrans,i + texe,i (7)

Due to the high mobility of vehicles, vehicle i may not
be able to connect to R directly in 1ti, so data delivery or
result return should need other vehicles in the VANET to
act as relay nodes for information forwarding, which greatly
increase the probability of data loss issue. Thus, we assume

that the response latency from R should be within the dwell
time1ti. Besides, we neglect the time expended on the result
return, for the reason that compared to the size of offloaded
data, the size of the result is usually negligible.

1) UTILITY FUNCTION
As mentioned earlier, we investigate the issue of resource
allocation from the perspective of resource providers (i.e., R),
with an aim to maximize its own benefits. Therefore, the
utility function of R should take into account this aspect.
Thus, when responding to the resource request from ai, the
utility function of R can be expressed as:

Ui(ai) = αi log(1+ wb · bi)(1+ wc · ci)− pcci − pbbi (8)

where wc(0 ≤ wc ≤ 1) and wb(0 ≤ wb ≤ 1) denote the pref-
erences towards computing and communication resources,
respectively, and wc + wb = 1. Note that pc and pb denote
the unit cost of computing and communication resources,
respectively, and αi denoting the satisfaction level on ai can
be defined as [17]

αi =
λ

1+ e−β(ϑ−B−C)
(9)

where λ and β are constants set by experience,ϑ = max(bj)+
max(ck )(1 ≤ j, k ≤ n), that is the sum of the maximal
computing and communication resources respectively from
all the current requests. Obviously, for the RSU, the more the
resources required, the higher their satisfaction level.

2) OBJECTIVE FUNCTION
Since the applications considered in this model are of com-
putationally intensive and time-sensitive characteristics, two
options are provided for their outsourcing and execution,
namely, they can be served either in the RC or CC. Let φt
be a binary variable to denote where ai is offloaded. φt = 1 if
ai is served at R and φt = 0 if ai is served at the cloud center.
Given the indicator vector φ = (φ1, φ2, . . . , φn), the overall
value of utility function over A can be expressed as

Utotal(A) =
n∑
i=1

φi · Ui(ai) (10)

Considering the constraints, our optimization objective P
can be expressed as:

P : Maximize Utotal(A) (11)

s.t.:

ttotal,i ≤ 1ti ∀i ∈ N (12)
n∑
i=1

φi · ci ≤ C (13)

n∑
i=1

φi · bi ≤ B (14)

φi ∈ {0, 1} ∀i ∈ N (15)
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where inequation (12) ensures that the response latency of ai
should not exceed the dwell time of vehicle i. The inequa-
tions (13) and (14) guarantee that the total computing and
communication resources to be leased out cannot exceed the
respective resources which R can provide (i.e., B and C).

IV. SOLUTION TO UTILITY MAXIMIZATION
A. PRELIMINARIES
The problem P can be modeled as a special knapsack prob-
lem and thus is of a NP-hard problem with the regards to
the time taken to obtain an exact solution. To reduce time
complexity, some heuristic algorithms such as genetic algo-
rithm (GA) and particle swarm optimization (PSO) are often
applied to seeking an approximate solution. However, con-
sidering the dynamics of vehicles in VANET, neither GA nor
PSO is appropriate for the vehicular applications character-
ized by strict delay requirements. Accordingly, in this paper,
we investigate the feature of utility function and propose a
distance based heuristic algorithm to obtain an approximate
solution.

Let’s focus on the utility and further assume that ci and
bi are continuous variables. We investigate the feature of the
utility using Hessian matrix. First, we calculate the partial
derivatives by differentiating Ui(ci, bi) w.r.t. ci and bi, respec-
tively. The first partial derivatives are given as:

∂Ui(ai)
∂ci

=
αi · wc

(1+ wc · ci) · ln 2
− pc

∂Ui(ai)
∂bi

=
αi · wb

(1+ wb · bi) · ln 2
− pb

The second partial derivatives are given as:

A =
∂2Ui(ai)
∂c2i

=
−αi · w2

c

(1+ wc · ci)2 · ln 2

B =
∂2Ui(ai)
∂bi∂ci

= 0

C =
∂2Ui(ai)
∂b2i

=
−αi · w2

b

(1+ wb · bi)2 · ln 2

Thus, the Hessian matrix can be constructed as

HU =

[
A B
B C

]
Since A < 0 and |HU | = AC − B2 > 0, HU is a

negative definite matrix and thus the maximal value of U
exists. Furthermore, by solving the equation set as follows

∂Ui(ai)
∂ci

= 0

∂Ui(ai)
∂bi

= 0

we can obtain the maximal value as follows

(c∗, b∗) = (
wcαi − pc ln 2
wcpc ln 2

,
wbαi − pb ln 2
wbpb ln 2

) (16)

where c∗ and b∗ denote the optimal values of computing
and communication resources respectively when themaximal

FIGURE 2. A generic distribution of U(ci ,bi ) with αi = 100,wb = wc = 1,
pc = pb = 1.

value of utility function is achieved. Furthermore, the maxi-
mal value of utility function can be obtained as

U∗(ci, bi) = ai log
wbwca2i
pcpb ln2 2

− pcci − pbbi

Specifically, a generic distribution of U(ci, bi) is sketched
in Fig. 2, where the x-coordinate represents the continuous
variable ci and the y-coordinate represents bi. From Fig. 2 we
can easily observe that (c∗, b∗) guarantees that only optimal
value of U(ci, bi) can be obtained when ci > 0 and bi > 0.
According to the limit definition, we have

lim
ci→c∗

bi→b∗

U(ci, bi) = U∗(c∗, b∗)

which makes intuitive sense in that the closer to (c∗, b∗) w.r.t.
the Euclidean distance, the closer to U∗. This observation
hence inspires us to propose a distance based heuristic to
guide our solution searching when ci > 0 and bi > 0 are
discretized.

B. ALGORITHM DESIGN
Based on the description above, we in this section propose a
heuristic algorithm to solve problem P . At the beginning, R
periodically broadcasts the beacon information to the vehicles
under the coverage of its communication range. The infor-
mation includes the resources available to lease out and the
corresponding prices (e.g., B, C, pc and pb). After receiving
the beacon information, vehicles in vicinity that have vehicu-
lar applications to outsource will respond to R by sending the
reply information. The reply information states their resource
requirement and status information in the specified field.
With a purpose of maximizing the total utility value while
satisfying the resource requirements, R strives to make a real-
time decision onwhich requests to accept andwhich to refuse.
Specifically, the proposed algorithm performs its function for
the decision making at this stage. The refused requests in R
are assumed to be forwarded to CC directly. Since we focus
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Algorithm 1 Distance Based Heuristic Algorithm for
Utility Optimization (DbHA)

Input: N , A, B, C, α, pc, pb, wc, wb, Pi, σ 2, Ii
Output: Utotal(A)

1 Initialize a heap h;
2 Sumb = 0;
3 Sumc = 0;
4 U = 0;
5 Calculate (c∗, b∗) based on Eq. (16);
6 for i = 1 to n do
7 Compute bi using Eq. (2);
8 di =

√
(ci − c∗)2 + (bi − b∗)2;

9 Push (i, di) into h;
10 end
11 while h not empty do
12 h.pop(idx, didx);
13 if Sumb + bidx ≤ B and Sumc + cidx ≤ C then
14 Calculate ttotal,idx based on Eq. (7);
15 if ttotal,idx ≤ 1tidx then
16 Sumb = Sumb + bidx ;
17 Sumc = Sumc + cidx ;
18 Calculate utility Uidx based on Eq. (8);
19 U = U + Uidx ;
20 end
21 end
22 end
23 Return U ;

on the utility optimization in RSU cloudlet, the application
outsourcing and execution in CC are beyond the scope of our
discussion in this paper. The algorithm (DbHA) is shown in
Algorithm 1 with the procedure to be detailed as follows.
R can immediately obtain the best value pair (c∗, b∗) based

on Eq. (16) after all the resources requests are received. For
each request, the algorithm iteratively calculates the commu-
nication resources they truly need based on Eq. (2). Thus, the
Euclidean distance di between pair (ci, bi)(1 ≤ i ≤ n) and

(c∗, b∗) can be obtained by di =
√
(ci − c∗)2 + (bi − b∗)2.

To efficiently get the minimal distance every time, a Min-
Heap h is used to store the distance of each vehicular appli-
cation. Then, DbHA traverses h until it is empty. Each time a
value is retrieved from h, the algorithm checks whether the
corresponding application violates the constraints listed in
inequations (12), (13) and (14). If all the constraint condi-
tions hold, then R will accept this request, send confirmation
message, allocate the corresponding resources, and update
the related information such as the available resources and
the total utility value (lines16-19). In the end, the total utility
value U is returned.
DbHA takes O(log n) to initialize h and O(n log n) to tra-

verse h so as to accomplish the utility optimization. Here, n
denotes the number of vehicular applications. The total time
complexity of DbHA is O(n log n), which is much smaller

than the evolutionary algorithms such as GA and PSO. The
low time complexity makes DbHA specially suitable for the
decision making with the strict delay requirement in the stage
of request confirmation.

V. EXPERIMENTAL RESULTS AND ANALYSIS
A. STRATEGY COMPARISON
In this section, we investigate the efficiency and effectiveness
of our approach compared to other three strategies – GA,
PSO, and Greedy strategies.

GA. GA searches the feasible solutions over the potential
solution space iteratively. The efficiency of GA is affected by
multiple parameters involved in selection, crossover, muta-
tion operators. We empirically set these parameters when
comparing it with DbHA. To be more specific, we set the
size of the population to 100, the crossover probability to 0.2,
the mutation probability to 0.02, the number of iterations to
300, and the chromosome length to the number of vehicular
applications.

PSO. As an evolutionary algorithm, PSO also strives to
search the feasible solution over the population based solution
space, which is featured by simple deployment and rapid
convergence. Further to this, the number of parameters is also
fewer than GA, which brings about shorter response delay to
some extent. However, PSO is originally proposed to solve
the continuous non-linear optimization problems in the con-
tinuous solution space. Thus, the original version is not suited
for the binary problem optimization in this paper. To meet the
requirement, we tailor PSO by using the Sigmoid function
and sig(x) = 1/(1 + e−x) where x represents the element in
the velocity vector. A random variable ρ(0 ≤ ρ ≤ 1) is used
for assigning binary values to x. For instance,

x t+1ij =

{
0 ρ ≤ sig(vt+1ij )

1 ρ > sig(vt+1ij )

where vt+1ij denotes the jth velocity component of particle
i in the (t + 1)th iteration and xij denotes the jth location
component of particle i in the (t + 1)th iteration. Besides, the
parameters involved in PSO are set as follows. The inertia
weight factor is set to 0.6. Both the cognitive and social
learning coefficients are set to 2. The number of particles is 5
and the number of iterations is 300.

Greedy strategy. DbHA is actually a heuristically greedy
algorithm, which preferentially responds to the resource
requests with the shortest distance to (c∗, b∗) so far. Consid-
ering the feature of the utility function, we propose another
heuristic rule to compare to DbHA. Intuitively, the larger
the product of computing resources and communication
resources (i.e., ci ∗ bi), the larger the value of the first part
of U . Accordingly, we design another simple greedy rule to
guide the resource allocation, i.e., the resource request with
the largest value of ci ∗ bi is always responded first.

B. RESULT ANALYSIS
In the first set of experiments, we compare the efficiency of
our approach with other three approaches above with regards

VOLUME 8, 2020 94459



C. Tang et al.: Intelligent Resource Allocation for Utility Optimization in RSU-Empowered Vehicular Network

TABLE 2. Running time with small number of resource requests (seconds).

TABLE 3. Running time with large number of resource requests (seconds).

FIGURE 3. The performance comparison with small number of vehicular
application requests.

FIGURE 4. The performance comparison with large number of vehicular
application requests.

to the best fitness values. The experimental results are shown
in Fig. 3 and Fig. 4, where the x-coordinate represents the
number of resource requests and the y-coordinate represents
the best fitness values retrieved by these approaches. The
difference between the experimental results shown in Fig. 3
and Fig. 4 lies in the scale of resource requests. For example,
in Fig. 3 the number of vehicular applications ranges from 10
to 19, while in Fig. 4 the number of vehicular applications

ranges from 50 to to 140 with a step of 10. When the number
of resource requests is small as shown in Fig. 3, e.g., ranging
from 10 to 14, we can find that the performance of DbHA,
GA and PSO is almost the same, but these three approaches
are much better than the greedy approach. On another hand,
we can observe that DbHA performs the best and the Greedy
approach performs the worst when the number of resource
request is large. As for the evolutionary algorithms GA and
PSO, the performance of them are both inferior to that of
DbHA yet better than the Greedy approach.

What is interesting is that the fitness values are not always
increasing with the increasing number of resource requests.
For instance, in Fig. 4, the best values of the fitness func-
tion with the number of requests equal to 120 are smaller
than the case with the number of requests equal to 110.
However, two factors may cause this consequence. First, the
data in the experiment is generated randomly such as the
vehicular applications in each iteration, thus the vehicular
applications are totally independent in different iterations.
Second, considering the constraint conditions including the
resource consumption and delay latency requirement, it is
understandable and acceptable that the best fitness values are
not always increasing as the number of vehicular applications
increases.

To sum up, the performance of DbHA is not obviously
better than GA or PSO when the number of requests is small.
However, with the number of requests increasing, the advan-
tage of DbHA becomes more and more apparent in terms of
best fitness values retrieving.

Apart from this merit, DbHA is proposed to cater for
the time sensitive characteristic of vehicular applications in
RSU-empowered vehicular network. To investigate the time
on decision making, the second set of experiments have been
conducted in the next. Similar to the first set of experiments,
the second one also takes into account two different scales of
resource requests and the corresponding results are shown in
Tables 2 and 3, respectively. From the results, we can easily
make the following observations: (1) Regardless of the scales
of resource requests, DbHA, Greedy approach and PSO can
achieve almost the real-time response while GA responds
to the requests and make decision on resource allocation
in seconds. (2) GA is the worst among these approaches in
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terms of response time and when the number of requests is
large (e.g., ranging from 100 to 140), the response latency
is more than ten seconds. GA actually evolves towards the
best solution based on multiple operations on the population.
Thus, it takes time to update the population frequently. In
a word, this kind of response latency is unacceptable in
the RSU-empowered vehicular networks. The vehicles may
go out of the communication range of RSU with a high
probability and the data delivery and result return tend to
fail. The situation may be worsened when considering the
unstable and intermittent wireless connections caused by
interference and barrier obstruction. (3) The response latency
of PSO can be acceptable. In contrast to GA, PSO has much
shorter running time for the reason that both the deployment
and the implementation are simple enough. However, the
performance of PSO on utility value optimization may not
be that effective in comparison with DbHA; (4) The Greedy
approach may perform slightly better than DbHA w.r.t. the
response latency. However, the performance on utility value
optimization is the worst.

To sum up, GA is not appropriate for the resource alloca-
tion featured by strict response latency requirement. DbHA
proposed in this paper shows great advantages over other
three approaches in both respects (i.e., performance and
response latency).

VI. CONCLUSION
The number of vehicular applications is explosively increas-
ing with the development of ITS. The computing and com-
munication resources required for running these vehicular
applications have posed great challenges for the limited
capabilities of vehicle loaded computer systems and com-
munication facility in ITS. We enhance RSU with powerful
computing and wireless radio resources such that it can act as
an intelligent agent to perform the functions of the cloudlet.
For example, when the vehicular applications are outsourced
to RSU for execution, RSU can decide both computing and
communication resources allocation among these applica-
tions intelligently. To improve the efficiency of resource
allocation, we have proposed a Euclidean distance based
algorithm to optimize the utility values from the perspective
of RSU cloudlet. The results have revealed that our approach
outperforms other resource allocation strategies in terms of
both performance and the response latency.

To realize efficient resource allocation in RSU-empowered
vehicular network, more efficient and effective algorithms are
needed, especially considering the high mobility of vehicles
in VANETs. For the future work, we are planning to design
efficient algorithms to cater for the flexible feature of vehicles
in RSU-empowered vehicular network and further support
vehicular applications with strict delay requirements.
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